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INTRODUCTION

Flicker ef al. (16) suggested that both sleep and learning phenomena are under
the control of common neurophysiological mechanisms. They pointed out that
although the sleeping state precludes the acquisition of new information, experimental
evidence from evoked potential studies shows that information transmission in
sensory systems is often upaffected during sleep, an indication that a higher threshold
for sensory inputs is not responsible for the absence of learning. Flicker et al.
(16) suggested that a mechanism operating in parallel with primary sensory path-
ways must be involved, and proposed that aminergic neurons of the locus coeruleus
(LC) and raphe nuclei (RN) participate in both the control of sleep state and
learning processes.

Since simultaneous analysis of data coming from the sleep and learning literature
might unveil functions of brain structures participating in both phenomena, the
present paper reviews the role of the aminergic system in sleep and learning and
its action on the hippocampus, an area that traditionally has been proposed to
be involved in the storage and retrieval of information.

BEHAVIORAL STATES

The state of an organism is defined as a ‘‘recurring, temporally enduring constel-
lation of values of a set of indicator variables of the organism’’ (20). Behavioral
states can be defined by indicators such as stimulus threshold, electroencephalo-
graphic (EEG) voltage, rapid eye movement (REM) frequency, and electromyo-
graphic (EMG) and electrooculogram amplitude (EOG). On the basis of these
indicators different behavioral states such as waking (W), waking in the presence
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of theta hippocampal rhythm (W theta), sleep with synchronized EEG (S), and
sleep with desynchronized EEG (D or REM sleep), can be defined (Table 1).

Table 1. — Relationships between different behavioral states with external arousal, electroen-
cephalographic voltage (EEG), rapid eye movement (REM) frequency, electromyographic ampli-
tude (EMG), electrooculogram amplitude (EOG), and neuronal acrivity in locus coeruleus (LC)
and gigantocellular tegmental field (I'TG).

Behavioral State

w W theta S REM
External Arousal ++ + ++++ + -
EEG + ? -
EMG + = + -
EOG + + ? - + 4+ +
LC + 4+ +++ + ++ +
FTG + + + 4+ + + + + 4+

W: waking; W theta: waking in the presence of hippocampal theta rhythm; S: sleep with synchronized
EEG; REM: sleep with desynchronized EEG.

Table 1 shows the relationships between different behavioral states and their
indicators. External arousal decreases monotonically from waking state to REM
sleep; new information is readily acquired in waking because the animal is easily
aroused. Cortical EEG increases during W and REM states. Motor activity reflected
by EMG is increased during W, attenuated during S, and clearly decreased in
both W theta (55) and REM sleep. EOG recordings indicate eye movements during
waking and REM states,

McCarley and Hobson (29) proposed a reciprocal interaction model for sleep
cycle oscillation that has recently been revised by Hobson ef al. (21). During
waking paramedian pontine reticular formation or gigantocellular tegmental field
(FTG) cells rarely discharge because they are inhibited by locus coeruleus (LC)
and raphe nucleus (RN) cells. For simplicity, in the present paper we restrict
our attention to the LC. L.C inhibition decreases and FTG activity increases throughout
synchronized sleep. The mechanism for decreasing LC activity is unknown but
may be compounded of an early disfacilitation (by the circadian clock) and a
later inhibition (from recurrent collaterals or interneurons). As FTG activity in-
creases in desynchronized sleep, more activity is elicited in the LC, whose inhibitory
influence on the FTG ends REM sleep.

Both FTG activity (56-58) and LC activity increase with hippocampal theta (42).
Table 1 shows the relationship between behavioral states and two areas in the
brain that have been proposed to control them, namely LC and FTG cells. There
appears to be a tight link between the activation of brainstem FTG and LC neurons
and the hippocampal theta generator network. This link, in turn, suggests a func-
tional role in attention and information selection.
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THE ROLE oF HIPPOCAMPUS AND NORADRENERGIC SYSTEM IN ATTENTIONAL PROCESSES.

Flicker ef al. (16) suggested that learning phenomena at the cellular level are
under the control of noradrenergic (NA) and serotonergic (SHT) systems. Both
the NA system and the hippocampus seem to be involved in the regulation of
learning through the control of attentional processes.

Grastyan et al. (17) were among the first to implicate the hippocampus in atten-
tional processes. They proposed that the hippocampus inhibits the orienting response
(OR) to non-significant conditioned stimulis (CSs).

Douglas and Pribram (15) proposed that the hippocampus excludes CSs from
attention through efferent control of sensory reception. This control inhibits the
reception of CSs that have been associated with nonreinforcement. In a related
view, Kimble (24) proposed that the hippocampus enables the organism to uncouple
its attention from one CS and shift its attention to new and more consequential
environmental events. Douglas (14) proposed yet another version of the Douglas
and Pribram theory in which the hippocampus correlates a CS with non-reinforcement,
thereby reducing its attentional priority. These three models share the postulate
that the hippocampus is the organ of internal inhibition, and they all relate internal
inhibition to an attentional mechanism.

Pribram and Isaacson (40) suggested that the hippocampus computes the proba-
bility that some behavior will proceed to its completion. If this probability is
high, the animal does not alter its behavior. If it is low, e.g., because some
novelty has been detected, a behavioral shift involving attentional and response
changes is produced.

Solomon and Moore (51; cf. also 49, 50) hypothesized that the hippocampus
participates in the “‘tuning out” of CSs poorly associated with reinforcement.
This view is closely related to that of Douglas (14), but whereas for Douglas
the hippocampus attenuates the reception of a nonreinforced CS, for Solomon
and Moore (51) it attenuates the reception of CSs that are irrelevant to the task
at hand. Moore (34) proposed a neural model to explain how the hippocampus
participates in “‘tuning out’ during conditioning of the rabbit’s nictitating mem-
brane (NM) response.

Attentional theories of learning (28, 38) propose that rate of learning about
a given stimulus is controlled by the attention devoted to that particular stimulus.

Mackintosh’s (28) attentional theory of conditioning can be represented by an
equation describing the variation (A) of the associate value (V) between CS and
the unconditioned stimulus (US) :AV = 8§ « (A-V), where 6 is a constant (0 < 6 <1),
o is the attentional factor representing the CS’s associability (0 € o <1), and A
is the intensity of the US. V can be interpreted as the prediction of the US
by CS. According to Mackintosh (28), « represents the relevancy of a given stimulus
in a given task. « for a given stimulus increases whenever the outcome of a
trial is predicted better by that stimulus than by any other stimuli on that trial.
Otherwise « decreases.

Moore and Stickney (35) gave precise quantitative expressions to Mackintosh’s
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rules for changing «;: Whenever the outcome of a trial is predicted better by
a stimulus, A, than by any other stimulus present with A, a, is increased by
Aorn = C (1 — as) (VAo — Vp), where V, is the associative value of stimulus
A and Vy is the second highest associative value from the set of stimuli present-
ed with A. Otherwise, o, is decreased by Aay, = ¢ (0 — ax) (Vs — Va4), where
Vs is the highest associative value from the set of stimuli presented with A.
Moore and Stickney (M-S) (35) proposed a model of the hippocampal fumction
based on Mackintosh’s (28) attentional theory. In its simplest form, the M-S theory
assumes that hippocampal lesions (HL) prevent « from decreasing. A recent version
of the model, designated the M-S-S model, has been presented (44). The M-S-S
model describes HL effects in classical conditioning paradigms, such as acquisition,
extinction, conditioned inhibition, latent inhibition, blocking, and overshadowing.
Mason and Iversen (33) proposed that the NA system facilitates attentional
processes, mainly by filtering out irrelevent stimuli. This view of the function
of the NA system is closely related to Solomon and Moore’s (51) hypothesis that
the hippocampus participates in the ‘‘tuning out’ of CSs poorly associated with
reinforcement. Mason and Iversen’s theory (33) can explain many attentional ef-
fects of lesions of the dorsal noradrenergic bundle (DNB) and the pontine nucleus
locus coeruleus (LC) in the same paradigms explained by the M-S-S model.

LEARNING, ATTENTION, AND HriprocaMPAL THETA STRENGTH

Kaye and Pearce (23) report that the strength of the OR during acquisition
of classical conditioning is proportional to the novelty of event k given by | A*¥
— %; Vi* |, where A* represents the intensity of event k, and X; Vj* the predic-
tion of event k made upon all stimuli present. Novelty, | A¥ — X; V¥ | increases
with increasing uncertainty about event k, and decreases when the uncertainty
is reduced through learning. Such a relationship between learning and the OR
is supported by Thompson and Shaw’s (54) data, showing that evoked potential
of cortical association neurons is inversely related to the OR.

According to Anchel and Lindsley (1) hippocampal theta rhythm is correlated
with the strength of the OR. Therefore, hippocampal theta activity and OR would
be associated to large values of novelty, whereas non-theta activity and absence
of OR would be associated with small values of novelty.

The relationships between behavioral state and hippocampal theta and behavior
are shown in -Table 2.

Eye, head, and body movements involved in the OR towards a stimulus seem
to be under the control of the superior colliculi and must involve the FTG which
contains premotor neurons for the eye, neck, and trunk (see 10). Stevens and
Foreman (53) proposed that the hippocampus would control collicular activity,
through a hippocampal-cingulate cortex pathway to the colliculi. It is conceivable,
therefore, that eye movements in both wake and sleep are under the control of
the hippocampus, and correlated to hippocampal theta activity. The REMs that
occur during sleep would be expressions of OR associated with increased FTG activity.
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Table 2. - Relationships between different behavioral states with hippocampal theta activity,
orienting responses (OR), and neuronal activity in locus coeruleus (LC) and gigantocellular
tegmental field (FTG).

Behavioral State

W W theta S REM
Hippocampal theta - + s +
Orienting Response - + - PGO?
e + 4+ + ++ 4+ + + 4+ +
FTG + +++ + + 4+ + 4+ +

W: waking; W theta: waking in the presence of hippocampal theta rhythm; S: sleep with synchronized
EEG; REM: sleep with desynchronized EEG. PGO: pontogeniculooccipital waves

EFFECTS OF HIPPOCAMPAL AND NORADRENERGIC SYSTEM LESIONS ON CrassicaL CoON-
DITIONING

In this section we show that many of the effects of hippocampal lesions (HL)
are also obtained by lesions of the LC and the NA system. In addition to changes
in learning paradigms involving attentional processes that are presented here, HL
and lesions of the NA system share a large number of common effects (see ref.
18, pag. 348).

Extinction. Extinction of conditioned NM response in rabbits appears to be
unaffected by HL (4, 45). However, HL rabbits have been reported to show greater
resistance to extinction than normals following reacquisition (45). Lesions of the
LC increased resistance to extinction of classical conditioning in the rabbit (30).

Conditioned inhibition. Solomon (49) found that conditioned inhibition of the
rabbit NM response was not affected by HL. Lorden er al. (26) did not observe
deficits in conditioned inhibition in NA-depleted animals.

Latent inhibition. Latent inhibition (LI) refers to the finding that repeated presen-
tations of the CS alone (before pairing it with the US) produces retardation in
the acquisition of the CR. Animals with HL are reported to show impaired LI
(32, 51). Depletion of NA also produced impairments in latent inhibition (26).

Blocking. In blocking, an animal is first conditioned to a CS (A). This training
is followed by conditioning to a compound CS consisting of A and a second
stimulus (B). This procedure results in weaker conditioning to B, as a component
of the compound CS, than would occur without the prior conditioning to Solomon
(49) found that HL disrupted blocking of the rabbit NM response, and Rickert
et al. (43) reported similar effects of HL on conditioned suppression in rats.
Lorden et al. (27) observed also deficits in blocking in NA depleted animals.

Reversal of differential conditioning. Berger and Orr (4) contrasted HL and
control rabbits in two-tone differential conditioning and reversal of the rabbit
NM response. Although HL did not affect initial differential conditioning, these
animals were incapable of suppressing CRs to the original CS+ after it assumed
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the role of CS—, even following extended training. Mason and Iversen (33) found
that NA depletion produced deficits in reversal of discrimination.

Sensory preconditioning. Port and Patterson (39) reported disruption of sensory
preconditioning of the NM response in rabbits with fimbrial lesions. The models
considered in this report can be applied to sensory preconditioning only with addi-
tional assumptions that are discussed below. Recently, Archer er al. (2) reported
that NA depletion attenuated sensory preconditioning in rats.

The fact that many of the effects of HL in classical conditioning are also ob-
tained by lesions of the NA system suggests that the action of the LC on the
hippocampus modulates the computation of «, at least when aversive unconditioned
stimuli are used (see ref. 22). Another factor controlling hippocampal processing
is the septal input conveying information coming fron the FTG, about the degree
of uncertainty on a given event. The raphe nuclei also contribute to the modulation
of hippocampal activity. In the absence of NA modulation, attention is devoted
to every CS independently of the prediction made by the other CSs, and therefore
more is learned about irrelevant CSs.

HIPPOCAMPAL INFORMATION PROCESSING

As mentioned above, according to the M-S-S attentional theory the hippocampus
is involved in the computation of «. In this section we examine what information
is represented in the hippocampus, and how this information is processed in differ-
ent hippocampal arcas.

Berger et al. (5) found that CA1 and CA3 pyramidal cells increased their frequen-
cy of firing over conditioning trials with a pattern that correlates with the amplitude-
time course of the rabbit NM response.

In addition to CAl and CA3 pyramidal cells, activity from other cell types
has been recorded from the hippocampus during NM conditioning. For instance,
Weisz ef al. (59) found that granule cells in the dentate gyrus exhibited a stimulus-
evoked theta firing when rabbits were trained with a CS followed by a US, but
not when they were trained with CS and US unpaired presentations. According
to Anchel and Lindsley (1) hippocampal theta rhythm is correlated with the strenght
of the OR. It was indicated before that the novelty of event k, | X¥ — X; Vj* |,
is correlated with the strength of the OR. Consequently, activity of granule cells
might be described by novelty | A% — X; Vi* |

Evidence has accumulated that some cells, other than the granule cells, would
compare actual and predicted events, i.e., | A¥ — X; V}* |. For instance, Segal
and Olds (48) and Segal er al. (47) showed that cells in the CAl and dentate
regions increased firing rate to a tone CS that preceded food US. When the
tone CS was changed to precede an aversive US, the CAl neurons continued to
exhibit an increased firing rate, but dentate cells decreased their firing rate. Specific
cells in the dentate seem to be responsive to changes in the CS meaning. Consistent
with these results, Deadwyler et /. (13) found that evoked potentials recorded from
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the dentate gyrus were associated with unexpected stimulus changes. Ranck (41)
found cells in CA1 (“‘approach-consummate-mismatch’ cells) that are most active
when an expected US is not presented, and cells in CA3 (‘‘approach-consummate’”
cells) that are most active before and during consummatory behaviors. Berger
and Thompson (6) noted that in the type of experiments cited above, hippocampal
cells first signalled a CS, or a place predicting a given CS, and afterwards signalled
its absence. This pattern of firing is well described by | X* — X; V¥ |, where
Y, V¥ increases with the temporal or the spatial proximity of the rewarded CS.
In the absence of the US, at the point where the temporal trace reaches its maxi-
mum or the CS is approached, the difference | 0 — %; V}* | reaches a maximum
value.

Some evidence suggests that the activity of some hippocampal cells is correlated
with the associability value. For example, Best and Best (8) report that tone presen-
tation increased CA1l activity after tone-US pairings in rats not preexposed to
the tone (Jarge associability) but not in rats receiving tone preexposure in a Jatent
inhibition paradigm (small associability).

Berger and Thompson (7) recorded neuronal unit activity from the medial septum
during classic conditioning of the rabbit NM. They found that medial septal responses
tend to decrease with repeated CS presentations in both paired conditioning and
unpaired control groups. They suggested that neural activity in medial septum
represents an arousal signal that controls hippocampol theta. This medial septal
arousal signal is a precursor of the increased hippocampal unit activity during
acquisition of classical conditioning. As in the case of granule cells, medial septal
activity might be correlated with the value of associability.

Berger and Thompson (6) proposed that the long-term potentiation (LLTP) effect
would provide a possible mechanism for the sustained increased hippocampal unit
activity during acquisition of classical conditioning. According to Schmajuk and
Moore (44) the hippocampus computes and stores the value of the associability
for every event. It is possible that LTP provides the mechanism for storing associa-
bility values. It has been recently reported that the optimal frequency for obtaining
hippocampal LTP is theta frequency (25).

LC MoDULATION OF HIPPOCAMPAL INFORMATION PROCESSING: A NEwW PARAMETER IN
THE ATTENTIONAL MODEL

As mentioned above, many of the effects of hippocampal lesions HL are also
obtained by lesions of LC and DNB, suggesting that control of neural plasticity
is under the control of LC and mediated through the modulation of the hippocam-
pal formation (but also see 31).

The hippocampus receives important input from the locus coeruleus. Segal and
Bloom (46) found that LC stimulation augments inhibitory response in hippocam-
pal unit activity to non-significant stimulus and augments excitatory response to
a significant tone, suggesting that hippocampal attentional involvement is under
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the modulation of the NA system. In this sense, as Aston-Jones ef al. (3) suggested,
NA action in the hippocampus would help to “*filter out” irrelevant information.

Winson (60) suggested that different neural gates in the hippocampal trisynaptic
circuit would allow or impede flow of information according to the animal’s be-
havioral state. Flow of information through the hippocampal circuit would be
under the control of NA and serotonin. During waking information flow from
the entorhinal cortex to CAl is restricted, whereas in the S sleep state it is facilitat-
ed. Flow of information through the dentate and CA3 increases with increased
FTG and theta activity.

On the basis of the data presented above, the hippocampal contribution to
learning would be highly state-dependent, as follows: In waking, noradrenergic
input would modulate hippocampal neurons so that selective filtering and tuning
out could occur; in REM sleep the noradrenergic defferentation would result in
the loss of selectivity and tuning out.

We propose a formal model for the effect of the LC modulation on hippocampal
activity, by assuming that the term ¢, in the M-S-S equations defining «, depends
on the Jlevel of LC activity. The strength of term ¢ would be estimated by the
LC activity level which is state-dependent. The rate of change in « is under the
control of LC activity (Aw, = ¢ (I — as) (V4o — Vi) and Awxa = ¢ (0 — an)
(Ve — V,), and therefore, in the absence of LC activity, the hippocampus is
not capable of Jearning about the relevancy of different stimuli. Note that whereas
in the Moore and Stickney (35) model HL prevents « only from decreasing, in
the present paper we assume that absence of LC activity prevents o either from
decreasing or increasing.

Tue Hrirpocampal FormaTiON, LC, AND SLEEP AND PLASTIC PROCESSES

This section attempts an integration of the functions of LC, FTG, and hippocam-
pus during sleep and learning. It is apparent from Table 2 that whereas the FTG
is active during both waking theta and sleep, generating hippocampal theta activity
and OR during waking and hippocampal theta activity and PGO during sleep,
the LC is differentially active during learning and sleep, controlling the non-
redundancy of the information stored in memory.

Aston-Jones ef al. (3) suggested that LC cells ““may be primarily influenced
by two distinct input systems: excitatory afferents reflecting salient external stimuli,
and inhibitory afferents which reflect internally generated signals concerning tonic
vegetative requirements’’. Sleep onset might be determined by the interaction be-
tween the vegetative inhibitory input and the external excitatory novelty | A% —
%; V& | signals, and a decrease in | A% — X; V¥ | may facilitate vegetative sleep
requirements. In this sense, sleep onset is seen as correlated with and perhaps
identical to physiological habituation.

As indicated above, during waking the presence of theta is proportional to
the difference | X* — X; V;* |, where A", representing external stimuli, is greater
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than 0. Learning occurs until A* = %; V*. During sleep, theta might be propor-
tional to | 0 — Xj Vj* |, that is, to predictions that are not matched by cxternal
events. The fact that cortical lesions affect the REMs suggests that these internally
gencrated stimuli could activate memory sites and retrieve associated stimuli. We
cannot resist speculation that this physiological process of novelty and dishabitua-
tion is related to the common experience of surprise and anxiety during dreaming.
The cognitive defects of that state (such as disorientation and loss of self-obervational
awareness) are also possible correlates of the enhanced novelty signal that we
have modeled.

Bloch ef al. (9) found that REM sleep increases after either positively or negative-
ly reinforced learning tasks in rats, that is, when %; V;* has increased after learn-
ing. During REM sleep, Steriade ef al. (52) found increased firing rates of cortical
association neurons, a result that suggests that information is being processed
in the association cortex.

If no external information is received during sleep, and the the brain is not
extinguishing associations acquired during waking, it is possible that the brain
is strengthening those associations that acquired associative values in reason of
their revelancy. Notice that, according to the McCarley and Hobson (29) model,
as FTG and hippocampal theta activities increase during REM sleep, more activity
ts elicited in the LC, whose inhibitory influence on the FTG ends REM sleep.

THE RECIPROCAL INTERACTION MODEL AND THE CONTROL OF SLEEP AND LEARNING

Figure 1 shows a possible integration of the McCarley and Hobson (30) recipro-
cal interaction model for sleep cycle oscillation and an attentional model for hip-
pocampal function (44).

The reciprocal inhibition between FTG and LC activity proposed by the McCarley
and Hobson (29) model may affect the information processing carried out in the
hippocampus during different behavioral states. In a predictable situation during
waking, FTG cells rarely discharge because no novelty is detected, and LC neurons
are moderately active. If the predictable situation lasts, | A* — X; Vi* | tends
to zero, LC cells also decrease their activity, and a sleep period might start.

If the environment becomes unpredictable during waking, | A* — X; Vi* | > 0,
FTG cells increase their activity proportionally to the level of uncertainty about
the situation, hippocampal theta rhythm appears, and ORs are elicited. In addition,
the LC is activated and its activity modulates the hippocampal computation of
the relevancy of the received information. This modulation can be described as the
rate of change, ¢, in the attentional parameter a: Aoy = ¢ (1- — aan) (V4 — Vp)
and Awy = ¢ (0 — @) (Vg — Va). aa controls the rate of learning in cortical
and subcortical areas of the brain.

At sleep onset, LC inhibition decreases and FTG activity increases, leading to
S sleep. As FTG activity increases, REM sleep starts. Since during sleep the threshold
for external stimuli is high, brain activity increases proportionally to the internally
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generated novelty, more activity is elicited in the LC, which inhibitory influence
on the FTG ends REM sleep.

L
>
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CR, Ih—xv]

Fig. |. — A possible integration of the reciprocal interaction model for sleep cycle oscillation (McCur oy
and Hobson, ref. 29) and the attentional model for hippocampal function (Schmajuk and Moore, rel.
44). C: cortex; H: hippocampal area; V: associations; «: associability; #: theta rhythm; ¢: rate of change
of «; S: medial septum; E: excitatory areas (On-REM) for REM sleep (gigantocellular tegmental field (FTG),
pontogeniculooccipital (PGO) bursters, oculomotor areas); 1: inhibitory areas (Off-REM) for REM sleep
(locus coeruleus, raphe nuclei); | A — EV | : novelty; CR: circadian rhythm.

INTERNALLY GENERATED ‘‘PLACE’’ StiMULl: THE PGO SYSTEM

In addition to the decreases in external sensory input and in the aminergic
modulation that distinguish the hippocampal activation of REM sleep from that
of waking, there is a dramatic increase in internally generated signals, the PGO
waves. We consider it highly significant that these waves behave quite differently
in waking and REM sleep. During the wake state individual waves may be triggered
by novel stimuli; but in that state the individual waves rapidly habituate (i.e.,
repeated stimuli fail to elicit waves) and clusters of waves are never seen. This
has led Morrison (36) to propose that PGO waves reflect the activation of a
“‘startle’ network. We accept this concept and emphasize its functional equivalence
to novel stimulus detection and the OR. During REM sleep, the PGO waves evolve
spontaneously, first as single, high amplitude waves (identical in form to the OR
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in waking) and later as one-second long clusters of 4-8 waves of decrementing
amplitude.

The PGO wave clusters of REM sleep are correlated both temporally and direc-
tionally with the rapid eye movements. In addition, there is a strong tendency
for synchronization of hippocampal theta during the PGO wave clusters; it is
significant that both have the same intrinsic frequency range (4-8 ¢/s). The hip-
pocampal system might thus be linked to eye movements during both REM sleep
and waking. The hippocampal output might even be directing eye movements
toward the places where a predicted CS is expected to be at a given moment.
PGO waves recorded in lateral geniculate and occipital cortex have phase lags
of hundreds of milliseconds in respect to FTG activity, suggesting its possible
onset at the FTG, which activates hippocampal theta activity, which in turn con-
trols the colliculi. Hobson (19) suggested that eye movements in the absence of
reafferent signals generate stimulus ‘‘perceptions’.

The implications of these findings are manifold: 1) It is clear, at least in REM
sleep, that the hippocampus is not only tonically activated but that it receives
strong internally gencrated phasic signals from the brainstem. 2) These phasic
signals convey directionally specific information regarding eye movement; hence
they may have spatially significant orientation data. 3) It remains to be seen whether
the hippocampus also receives such data as part of the startle/OR in waking.
But whatever the answer to that question, the hippocampus must make quite
different, but functionally related, use of the signals in the two states, because
(4). The system is not receiving sensory data and is aminergically deafferented
during REM sleep.

FuNcTIONAL IMPLICATIONS FOR DISORDERS OF MEMORY IN DREAM AND DDISEASE STATES.

The McCarley-Hobson model (29) and its recent revisions by Hobson ef al.
(21) accounts for the change in excitability of the PGO network from inhibited
(in waking) to disinhibited (in REM sleep) in terms of withdrawal of both serotonergic
and noradrenergic damping of the cholinoceptive and probably cholinergic PGO
burst cells of the peribrachial region of the pons. As a consequence of these
changes it is reasonable to predict that the hippocampus, like the cerebral cortex,
undergoes a marked shift in neurotransmitter ratio, from predominantly aminergic
(in waking) to predominantly cholinergic (in REM sleep) with pulsatile increases
in the ratio difference when the PGO waves are generated. In view of the known
defects of cholinergic and amine neurotransmitter systems in human learning and
memory disorders, these considerations take on considerable clinical as well as
basic scientific importance.

The normal cognitive correlates of the REM sleep state, our dreams, also warrant
further consideration in light of our hypotheses. A recent quantitative assessment
of the dream feature called bizarreness has revealed that spatial disorientation
is a major contributing factor (20). We propose that phasic activation of the
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hippocampus by internally generated place stimuli, the PGO waves, may contribute
to this distinctive dream feature.

Integral aspects of REM sleep that may enhance long-term storage of learned
information include: hippocampal theta (possibly mediated by FTG firing); and
PGO waves which convey (at least) spatially specific signals to the forebrain and
possibly the hippocampus. Orientational data, including place maps, may thus
be reinforced and/or reorganized during each REM sleep period. We acknowledge
the formal relationship of this aspect of the theory presented here to the ““REM
sicep and forgetting’” hypothesis of Crick and Mitchison (1]), and the ‘““memory
consolidation’ hypothesis of Davis (12). More empirical data 1s necessary to deter-
mine the degreec to which either - or both - of these processes is enhanced by
REM sleep.

CONCLUSIONS

Flicker er al. (16) suggested that the LC participates in both the control of sleep-
state and learning processes. Supporting this idea, the present paper shows how
Jearning about the relevancy (x) of different stimuli depends on the level of LC
activation. Although the scope of the present paper is limited to the control of
computation of « by the LC, this is not the only type of learning that seems
to be under noradrenergic control. As mentioned above, association between two
CSs in a sensory preconditioning paradigm is also affected by LC lesions.

One virtue of the conjoint model we propose in the present paper is its testability.
Since REM sleep can now be experimentally enhanced or suppressed (21), the
state variable is manipulable. In this way each of the inputs to the hippocampus
could be selectively controlled to test their effects on hippocampal physiology
and learning capability.

SUMMARY

The present paper relates the reciprocal interaction model for sleep cycle oscillation
(McCarley and Hobson, ref. 29) to an attentional model of hippocampal function
(Schmajuk and Moore, ref. 44). We consider mechanisms by which the interaction
between gigantocellular tegmental field (FTG) cells and locus coeruleus (L.C) activi-
ty proposed by the sleep cycle model may differentially modulate the information
processing carried out in the hippocampus as described by the attentional model.
Our fundamental assumption is that learning about the relevancy of different stimuli
is proportional to the level of LC activation.

If the environment becomes unpredictable during waking, the FTG and LC
are activated and the LC facilitates hippocampal learning about stimulus relevancy.
In a predictable situation during waking, FTG cells discharge rarely because no
novelty is detected, and L.C neurons are moderately active. If the predictable situa-
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tion lasts, L.C cells also decrease their activity, and a sleep period might start.
At sleep onset, LC inhibition decreases and FTG activity is low leading to slow
sleep. As FTG activity increases and LC activity reaches its low point, REM
sleep starts. Because LC activity 1s low during REM sleep, values of stimulus
relevancy remain unchanged. Since during sleep the threshold for external stimuli
is high, only internally generated novel stimuli (subjectively perceived as dream
mentation) may activate the LC. LC renewed inhibitory influence on the FTG
ends REM sleep.
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