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Introduction

Oscillatory rhythms are an emerging property of 
the central nervous system, and have been surpris-
ingly preserved across brain evolution (Buzsáki et al., 
2013). Despite the absence of universal agreement on 
the breakdown of frequency ranges, several rhythms 
have been associated with specific brain structures 
and functions (Steriade, 2006; Buzsáki et al., 2013; 
Womelsdorf et al., 2014). A notable example is the 
interplay between theta and gamma rhythms, which 
mediate memory encoding and recollection in the 
hippocampus. In this review we will focus on an 
arbitrary - but well established - slow cortical rhythm, 
ranging from 0.1 to 4 Hz (Borbély et al., 1981; Daan 
et al., 1984; Steriade et al., 2001; Achermann, 2004; 
Vyazovskiy et al., 2009b; Van Someren et al., 2011). 
This cellular and network phenomenon is commonly 

called Slow Cortical Oscillation (SCO), and is the 
largest electrophysiological entity occurring within 
the aforementioned frequency window. SCOs rep-
resent the most prominent rhythm occurring in the 
thalamocortical system during non-rapid eye move-
ment (NREM) sleep (Steriade et al., 2001), and have 
recently also been associated with quiet wakefulness 
(Sachidhanandam et al., 2013). Moreover, SCOs are 
homeostatically regulated across the wake-sleep cycle 
(Borbély et al., 1981; Daan et al., 1984; Achermann, 
2004; Leemburg et al., 2010), and their intensity cor-
relates with the overall level of neuronal synchrony 
(Esser et al., 2007; Vyazovskiy et al., 2008, 2009b). 
Despite their prominence and highly regulated nature, 
the function of slow cortical rhythms are still subject 
of debate. In particular, an ever-increasing amount of 
evidence links SCOs to sleep-dependent memory con-
solidation, although the mechanisms remain unclear. 
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Specifically, local increase in slow wave activity (SWA, 
the total EEG power in the SCO frequency range) over 
motor cortices has been causally implicated in motor 
learning (Huber et al., 2004, 2006; Marshall et al., 2006; 
Landsness et al., 2009). This use-dependent increase in 
SWA, moreover, has been associated with an increase 
in network synchrony, which in turn can be a function 
of overall synaptic strength (Marshall et al., 2006; Esser 
et al., 2007; Huber et al., 2007; Vyazovskiy et al., 2008, 
2009b, 2011b; Olcese et al., 2010). Some investigators 
have hypothesized a role of SCOs in mediating sleep-
dependent memory consolidation by renormalizing the 
strength of synaptic connections throughout the cortex 
(Tononi and Cirelli, 2006, 2014). A competing hypoth-
esis (Mölle and Born, 2011) presents SCOs as grouping 
events which promote the synchronization of distal brain 
structure (hippocampus and cortex); the synchronous 
reactivation of hippocampal and cortical structures dur-
ing sleep – which has been extensively documented, see 
e.g. (Euston et al., 2007; Ji and Wilson, 2007) – would 
then promote a further strengthening of memory traces 
(Marshall et al., 2006; Rasch et al., 2007).
The physiological relevance of SCOs has made them 
the object of extensive investigation by many research 
groups. However, they have remained until now an 
elusive subject of investigation as their origin and func-
tions still remain not fully understood. The goal of this 
review is to provide an overview of the most relevant 
techniques for the investigation of the SCO (see Figure 
1A-B). Animal research in particular remains the most 
powerful approach for the study of the neuronal bases 
of the brain rhythms; this is especially true for SCOs, 
as: i) they involve and are influenced by multiple brain 
regions (Steriade, 2003), ii) they are modulated by an 
interplay of intrinsic and extrinsic factors, such as neu-
romodulators and use of brain structures (Huber et al., 
2004; Vyazovskiy et al., 2009b, 2011b), and iii) they 
play a strong role in memory consolidation and in the 
regulation of cortical synchrony. 
In the next sections we will therefore focus on tech-
niques for in vivo animal investigation, although some 
methodologies can also be applied to human (e.g. EEG) 
or to in vitro studies (e.g. patch clamp). Our objective is 
to provide a resource that might help researchers in the 
selection of the optimal experimental strategy to study 
specific aspects of SCOs. After introducing the origin 
and discovery of SCOs, we will separately cover obser-
vational (i.e. recording techniques) and perturbational 
approaches for the study of slow oscillations.

Discovery

The first experimental evidence of a cellular event 
characterized by recurrent transitions between rel-
atively depolarized and hyperpolarized neuronal 
resting membrane potentials dates back to 1993 
(Steriade et al., 1993). In cats under urethane or 
ketamine anesthesia, Steriade and colleagues first 
described slow depolarizing envelopes – with super-
imposed action potentials – followed by longer 
phases of silent hyperpolarization, in a high pro-
portion of cortical neurons. The same intracellular 
recordings later showed how this intrinsic property 
is present also a) during NREM sleep (Steriade et 
al., 2001), b) in other brain structures such as the 
thalamus (Steriade et al., 1993), the amygdala (Paré 
and Gaudreau, 1996; Pape and Driesang, 1998), 
the cerebellum (Ros et al., 2009), the basal gan-
glia (Hutchison et al., 2004) and c) in virtually all 
neurons across the entire thalamocortical system, 
regardless of their inhibitory and excitatory connec-
tions (Timofeev and Chauvette, 2011). 

Observational approaches

Intracellular recordings
Besides being employed to first describe slow 
rhythms, intracellular recordings have also been cru-
cial to reveal the cellular bases of SCOs. Intracellular 
recordings – usually obtained via whole-cell patch 
clamp – indeed allow to discriminate between the 
UP and DOWN phases of SCOs (Steriade et al., 
2001), corresponding respectively to depolarized 
and hyperpolarized states. Conversely, extracellular 
recordings can only reveal whether a neuron is firing 
action potentials or not – called ON and OFF peri-
ods, respectively (Vyazovskiy et al., 2009b). While 
ON periods necessarily correspond to UP (depolar-
ized) phases, OFF periods can occur even when 
membrane potentials are relatively depolarized, yet 
below the threshold for action potential generation. 
This is a major problem for extracellular studies 
usually performed within superficial cortical layers, 
which display very sparse firing activity even when 
the membrane potential is depolarized (Barth and 
Poulet, 2012). However, in vivo whole-cell record-
ings are usually limited to one neuron at a time, and 
to a duration not longer than 30 minutes. This makes 
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Fig. 1A-B. - Spatio-temporal ranges of techniques for the in vivo investigation of slow cortical rhythms.
Fig. 1A. - Approaches to study SCOs include – from left to right: EEG and LFP recordings (grey triangle), optogenet-
ics (blue optic fiber), two-photon imaging and VSD (objective), patch-clamp recordings (dark blue pipette) and 
ensemble recordings (grey electrode). While some techniques purely operate at a mesoscale level (EEG, LFP) and 
others only at a microscopic level (patch-clamp), the integration of different approaches can help researchers 
span multiple spatio-temporal scales. For example, the use of transgenic animals (neurons of different colors in 
the right panel) can limit optogenetic interventions to specified neuronal subpopulations, or even to individual 
neurons, when single-cell electroporation is used (Rancz et al., 2011).
Fig. 1B. - Each of the approaches for studying SCOs enables access to a specific spatio-temporal range. In the 
graph the bottom-left corner of each rectangle indicates the best spatio-temporal resolution of each technique, 
while the top-right corner is the largest possible window of observation (e.g. multiple days when employing 
chronic implants). The shaded area indicates the most important spatio-temporal range for the study of SCOs. Of 
relevance, recent technological advances have greatly increased the overlap between different techniques. For 
example, the use of fast scanning methods and genetic calcium indicators makes two-photon imaging suitable to 
record neuronal activity over days with a resolution of tens of milliseconds.
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them ill-suited for chronic recordings or network-
level analyses. 
Until a few years ago, intracellular recordings were 
mostly performed in anesthetized animals - as even 
micrometric body movements can lead to the loss 
of connection between neurons and recording capil-
laries. This mostly limited in vivo whole-cell patch 
clamp to the study of anesthesia-related cortical 
SCOs (e.g. (Haider et al., 2006)). Intriguingly, one 
outcome of this limitation is that most studies on 
sensory-evoked intracellular activity in sensory cor-
tices were also performed in anesthetized animals 
(see for example (Yazaki-Sugiyama et al., 2009; 
Iurilli et al., 2012; Jacob et al., 2012; Olcese et al., 
2013)). Thus, our understanding of how sensory 
processing occurs during SCOs is deeper than that 
about sensory-evoked modulation of neural activity 
during the awake state, despite the larger behav-
ioral relevance of the latter. The introduction of 
reliable and light-weight head-fixation mechanisms 
has recently made possible to perform whole-cell 
recordings in behaving mice and rats, habituated to 
head-restraint (Sachidhanandam et al., 2013; Guo et 
al., 2014). This has allowed investigating in more 
detail the neuronal bases of slow cortical oscillatory 
activity occurring during natural NREM sleep and 
quiet wakefulness (Constantinople and Bruno, 2011; 
Sachidhanandam et al., 2013; Tan et al., 2014). 
Another unique opportunity offered by whole-cell 
recordings is the unambiguous identification of record-
ed neurons. This can be performed by filling recorded 
neurons with a dye (e.g. biocytin (Wilson and Sachdev, 
2004)). By combining electrophysiological patterns 
of activity, cell location and the reconstruction of the 
axonal-dendritic arborization, cell types can be identi-
fied and classified (Petilla Interneuron Nomenclature 
Group et al., 2008). This has been exploited to inves-
tigate the role of specific neuronal subpopulations in 
the generation of SCOs (Steriade et al., 1993, 2001; 
Constantinople and Bruno, 2011). Integration with 
imaging techniques, such as two-photon imaging, has 
allowed targeting recordings to identified neuronal 
subpopulations, which can for example express fluo-
rescent markers in transgenic animals. Specific inter-
neurons in cortical layer 2-3 (e.g. parvalbumin- and 
somatostatin-positive), which represent about 20% of 
cortical neurons, can now be specifically recorded with 
high efficiency when neurons are visualized under a 
two-photon microscope (Komai et al., 2006), further 

allowing the investigation of different neuronal types 
across behavioral states (Mateo et al., 2011; Gentet et 
al., 2012). Although very informative, this approach 
has a few limitations:
-- only a limited number of neurons can be intracel-

lularly monitored simultaneously, significantly 
limiting any network-scale observation;

-- targeted intracellular recordings have been so far 
limited to superficial cortical layers, although 
several attempts have been made to extend two-
photon imaging to deeper locations (Helmchen 
and Denk, 2005; Mittmann et al., 2011).

Intracellular recordings have so far provided a 
unique window on the cellular basis of SCOs. The 
possibility to integrate intracellular recordings with 
other novel techniques (imaging and optogenet-
ics) in non-anesthetized rodents is one of the most 
promising avenues for neuroscience. Its application 
to the study of SCOs will allow researchers to bridge 
the gap between cellular and population scale, by 
providing the means to causally relate the activity 
of distinct neuronal subpopulations to each phase of 
the oscillation process, and the emerging behavior.

Extracellular multi-unit recordings
Extracellular multi-unit (ensemble) recordings are a 
widely used strategy to investigate SCOs and their 
neuronal correlates (Vyazovskiy et al., 2012). Several 
factors have made this technique highly suitable for 
this research objective: i) the possibility to perform 
simultaneous multi-unit and LFP recordings, and 
therefore directly link population and single-unit 
features (see e.g. (Vyazovskiy et al., 2009b)); ii) 
the possibility to record activity from basically any 
brain structure, and perform simultaneous record-
ings in multiple brain areas (Ji and Wilson, 2007; 
Vyazovskiy et al., 2011b); iii) the relative lack of 
complex instrumentation and experimental skills that 
are needed, in particular when compared with two-
photon calcium imaging and intracellular recordings.
The main advantage of extracellular multi-unit record-
ings is that they allow sampling activity chronically 
with a high temporal resolution (over 30 kHz) from a 
high number of recording sites (commercial devices 
are available for 256 or more recording channels). 
Conversely, cell-type identification is not based on 
anatomical or histological features, but on activity-
related properties, such as action potential waveforms 
and firing patterns (Barthó et al., 2004; Vyazovskiy et 
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al., 2009b; Iurilli et al., 2013). This limits the charac-
terization of neuronal cell types to putative excitatory 
and inhibitory neurons, the latter mostly represented 
by fast-spiking interneurons (Barthó et al., 2004).
Extracellular multi-unit recordings – usually per-
formed in conjunction with LFP recordings – have 
provided many insights into the nature of SCOs. First, 
while the homeostatic nature of sleep regulation was 
previously only known at the EEG/LFP level (see e.g. 
(Achermann, 2004; Leemburg et al., 2010)), ensem-
ble recordings have allowed to discover the neuronal 
correlates of sleep homeostasis (Vyazovskiy et al., 
2009b, 2011b, 2013). Moreover, multi-unit record-
ings have enabled investigators to discover that the 
structure of spiking activity during cortical UP states 
is not only highly organized (Luczak et al., 2007), but 
strongly dependent on the interplay between hippo-
campus and cortex during the reactivation of memory 
traces (Siapas and Wilson, 1998; Euston et al., 2007; 
Ji and Wilson, 2007). Recently, a significant effort 
has been placed in understanding the relationship 
between cortical state and sensory-motor processing 
(Sakata and Harris, 2012; Luczak et al., 2013; Hall et 
al., 2014; Pachitariu et al., 2015): these studies have 
begun to shed light on how the overall oscillatory 
state affects neural processing. 
Extracellular multi-unit recordings have already 
provided great advances towards understanding cor-
tical SCOs. However, they still have a great poten-
tial. Integration with novel transgenic approaches 
will enable them to gain better specificity concern-
ing specific neuronal sub-populations (Kuki et al., 
2015), with unparalleled time-resolution. Moreover, 
the availability of probes with an ever-increasing 
number of recording channels will open oppor-
tunities for the use of analytical tools from other 
disciplines (e.g. machine learning, system theory 
(Safonov et al., 2010)) that will allow to better 
understand the feature of neuronal activity during 
sleep.

Local field potential and EEG
Although their mechanistic descriptions are not 
yet fully understood, and some degree of contro-
versy is still hovering, the signal recorded by Local 
Field Potential (LFP) and EEG electrodes is gener-
ally believed to reflect the synchronous activity of 
thousands of synapses neighboring the electrode 
(Buzsáki et al., 2012; Taub et al., 2014). 

Within the cerebral cortex LFP recordings are par-
ticularly well suited for studying mesoscale dynam-
ics, such as those occurring within and between 
cortical columns. Since the first description of the 
SCO, particular attention has being paid to the phase 
relationship of oscillations at the LFP level and neu-
ronal activity at the single cell level (Steriade et al., 
1993). Studies of anesthetized or sleeping animals 
have shown that neuronal spike activity is coupled 
to the phase of the slow oscillation: the neuronal ON 
period (Vyazovskiy et al., 2009c) - when spiking 
activity reaches its peak - corresponds to the trough 
of the LFP slow oscillation. The combination of LFP 
with intracellular multisite recordings has also offered 
new insights on the temporal organization of transi-
tions between UP and DOWN states. In a series of 
papers, Volgushev, Timofeev and collaborators have 
shown how active (UP) and silent states (DOWN) 
start almost synchronously, and surprisingly in the cat 
cortex the onset of silent states is synchronized even 
more precisely than the onset of activity (Volgushev 
et al., 2006, 2011; Mukovski et al., 2007; Baranauskas 
et al., 2010; Lemieux et al., 2015). 
Slow waves are the main EEG hallmark of NREM 
(Note for editors: NREM was already defined ear-
lier) sleep and as such they have been long known, 
well before the discovery of their neuronal counter-
part - here described in the previous paragraphs. Due 
to its noninvasive nature, EEG studies are particu-
larly suited for human neurophysiological studies, 
making the investigation of the EEG correlates of 
SCOs in animal models readily translational. Its lim-
ited costs, technical feasibility, compatibility with 
chronic implants, the well-established and standard-
ized analysis make this approach a robust option for 
studying the real-time large-scale oscillatory activity 
occurring across the most superficial cortical layers. 
As both LFP and EEG have historically been the 
most widely employed tools to investigate SCOs, 
several excellent reviews have already discussed 
the relevance of these methods for studying sleep 
slow waves significance in animals (Campbell and 
Tobler, 1984; Steriade, 2003, 2006; Davis et al., 
2011; Van Someren et al., 2011; Vyazovskiy et al., 
2011a; Vyazovskiy and Faraguna, 2015). For this 
reason, and for the sake of brevity, we will not fur-
ther discuss these methods here, and we refer read-
ers to the aforementioned reviews. Nevertheless, 
it is relevant to point out that both techniques still 
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represent the “gold standard” for the investigation 
of SCOs, and – both on their own and integrated 
with more novel methodologies – still enable crucial 
insights in understanding slow cortical rhythms.

Voltage sensitive dyes
Another approach capable of describing oscillation 
of the resting membrane potential is based on the 
fluorescence detected from voltage-sensitive dyes 
(VSD) (Chemla and Chavane, 2010). Despite its 
high potentialities (high spatio-temporal resolu-
tion, possibility to record from large portions of the 
cortex), this approach has been only mildly applied 
to the investigation of cortical slow rhythms. In 
2008, Takagaki and others studied the propagation 
of spontaneous sleep-like waves across the cerebral 
cortex of rats (Takagaki et al., 2008). With a time 
resolution of 5-6.7 ms, Mohajerani and colleagues 
applied VSD to the investigation of cortical oscilla-
tions in mice either under anesthesia or recovering 
from it, describing a high synchronization between 
hemisphere in both vigilance states (Mohajerani et 
al., 2010). A promising application of VSD requires 
the combination with other compatible techniques 
such as optogenetics (Willadt et al., 2014), although 
particular care is necessary to properly combine 
imaging and illumination techniques operating at 
similar wavelengths.

Two-photon calcium imaging
Two-photon calcium imaging (Stosiek et al., 2003) 
represents one of the most powerful and fast evolv-
ing innovation of the last decade in in vivo animal 
neurophysiology. It offers a unique window on 
neural function by allowing to probe relatively large 
brain areas (on average 300 µm for single field of 
view), with sub-micrometric resolution, down to 
the level of individual spines (Chen et al., 2011). 
Although initially limited in the temporal resolution 
(at most 10 Hz) and in the reachable depth (300-400 
µm), several innovations have made it a suitable 
method for fast interrogation of almost any brain 
structure. The most relevant innovations have been 
the introduction of genetic calcium indicators (Chen 
et al., 2013a), fast scanning methods (Grewe et al., 
2010), and several approaches to reach deep brain 
tissue (Helmchen and Denk, 2005).
Two-photon calcium imaging has only recently been 
applied to the study of the SCOs. One of the major 

advantages with respect to any other technique for 
probing neuronal activity is the capacity to allow 
unambiguous identification and recordings of tens of 
neurons simultaneously. This has enabled research-
ers to investigate the spatio-temporal dynamics of 
UP and DOWN states in vivo in cortical layer 2/3 
(Kerr et al., 2005; Bushey et al., 2015). Importantly, 
the unique spatial resolution of this technique has 
allowed investigators to discover that the phenom-
enon of sleep-dependent memory reactivation does 
not stop at individual neurons, but can be observed 
in single spines (Chen et al., 2013b). Moreover, two-
photon structural imaging has also been employed 
in conjunction with other techniques, such as elec-
trophysiology and optogenetics, to investigate neu-
ral correlates of different behavioral states (Gentet et 
al., 2012; Polack et al., 2013).
Despite its potential, two-photon calcium imag-
ing has so far not been extensively exploited in 
investigating SCOs. This is due to the low temporal 
resolution and weak tissue penetration that has until 
recently been available in commercial microscopes. 
The widespread adoption of new techniques (fast 
genetically encoded indicators for chronic experi-
ments, fast scanners, deep-tissue microscopy) will 
undoubtedly make this technology far more interest-
ing for sleep researchers. The very same technology 
applied to in vitro studies has shown an incredible 
potential to dissect the microscopic dynamics of 
SCOs (e.g. (Cossart et al., 2003)) and we believe the 
same will occur in the near future for in vivo studies.

Perturbational approaches

Electrical stimulation
Electrical stimulation has historically been the most 
straightforward strategy to modulate neuronal activ-
ity, as it permits fast reversible activation of limited 
brain regions. However, compared to optogenetics 
(see the next section), it lacks in spatial resolution 
and does not enable to selectively activate or silence 
specific neuronal subpopulation. Nevertheless, elec-
trical stimulation has been and remains a useful tool 
to probe and manipulate SCOs. Electrical stimulation 
can be delivered either intra-cortically – usually via 
bipolar electrodes (Vyazovskiy et al., 2009a) – or 
trans-cranially – via direct transcranial current stimu-
lation (tDCS) (Marshall et al., 2006). While both 
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methods can entrain and boost SCOs (Marshall et 
al., 2006; Vyazovskiy et al., 2009a; Binder et al., 
2014), only intra-cortical current injections are used 
to probe neural excitability, due to their higher inten-
sity compared to tDCS (Vyazovskiy et al., 2008, 
2013). Entrainment of SCOs has been employed to 
demonstrate a causal role in memory consolidation 
(Marshall et al., 2006; Chauvette et al., 2012; Binder 
et al., 2014). Conversely, by probing neural excit-
ability via intra-cortical current injections the homeo-
static nature of slow oscillatory activity has been 
further revealed (Vyazovskiy et al., 2008, 2009a, 
2013). Finally, intracortical current injections can 
be exploited to dissect the contribution of individual 
neuronal pathways and subtypes to the generation of 
SCOs (Ushimaru and Kawaguchi, 2015).

Optogenetics
Optogenetics is probably the most revolutionary neu-
roscientific technique of the last decade (see (Packer 
et al., 2013) for a recent comprehensive review). 
Optogenetics exploits genetically-engineered opsins 
to modulate the activity of specific neuronal subpop-
ulations. In its most common implementation, viral 
vectors are injected in the brain region of interest to 
mediate the expression of channelrhodopsin, a cat-
ion channel which opens upon illumination of blue 
light. In its most advanced forms, channelrhodopsin 
can drive neuronal activity with millisecond resolu-
tion (Gunaydin et al., 2010). Inhibitory opsins such 
as halorhodopsin and archaerhordopsin can instead 
hyperpolarize neurons upon illumination with yel-
low light (Mattis et al., 2012). The use of cre-lox 
recombination can then be successfully employed 
to limit opsin expression to specified neuronal sub-
types (Madisen et al., 2012). 
Optogenetics has allowed neuroscientists to go beyond 
a correlative level of analysis and investigate causal 
relationships between neural activity and behavior. In 
particular, optogenetics has all but replaced electrical 
stimulation of neural circuits in rodents, as the former 
enables to achieve incredibly higher spatio-temporal 
resolutions, down to the possibility of modulating 
activity in one single spine (Packer et al., 2013). The 
combination of new opsins, novel transgenic tools 
and advanced optical technologies make optogenetics 
and incredibly powerful and versatile tool.
Despite being a relatively recent technique, optoge-
netics has already been extensively applied to in vivo 

investigation of SCOs. For this reason, we will here 
focus on some example applications, which repre-
sent both the state-of-the-art and the most promising 
fields of research. Optogenetics has been employed 
to modulate the properties of SCOs (Kuki et al., 
2013; Stroh et al., 2013) and other sleep-related 
oscillations, such as spindles (Kim et al., 2012; 
Barthó et al., 2014): by perturbing natural forms of 
population activity it was possible to learn insights 
on their nature and functions. Another promis-
ing approach involves modulating the activity of 
individual neuronal subtypes – such as pyramidal 
neurons across cortical layers and different types 
of interneurons – to understand how specific sub-
population of neurons influence the initiation and 
maintenance of SCOs (Mateo et al., 2011; Beltramo 
et al., 2013; Sachidhanandam et al., 2013). Finally, 
optogenetics has been employed to understand the 
contribution of different brain regions – such as the 
thalamus – in SCOs (David et al., 2013), how long-
range connections can allow cortical regions to mod-
ulate the oscillatory state of other areas (Zagha et al., 
2013), how the functionalities of specific inter-areal 
connections varies across behavioral states (Zhang 
et al., 2014). 
While this list represents only an example of the 
potentialities offered by optogenetics for the study 
of SCOs, it is nevertheless indicative of the most 
promising approaches for the coming years: manip-
ulation of population activity to uncover the origin 
of SCOs, role of individual neuronal subtypes, role 
of specific brain areas.

Summary

The mechanisms underpinning SCOs are still uncer-
tain. However, a large array of techniques has become 
available over the years for the in vivo investigation 
of slow brain rhythms (Figure 1A-B). Importantly, 
each of the techniques we have presented still has 
large potentialities to help achieve breakthroughs on 
the nature of SCOs, even if some have been in use 
for over a century (e.g. EEG). The most promising 
approach – in our opinion – relies on the combination 
of multiple techniques. For example, the integration 
of LFP and whole-cell recordings enables investiga-
tors to explore – at once – the population and the sub-
cellular level. The addition of optogenetic modulation 
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of neural activity can strengthen most experimental 
paradigms by allowing to explore causal, rather 
than simply correlative, neuronal mechanisms (see 
e.g. (Beltramo et al., 2013)). Thanks to the ever-
increasing affordability and ease of use of complex 
and powerful techniques such as two photon calcium 
imaging, the coming years offer an unprecedented 
opportunity to finally understand the nature of SCOs, 
which are one of the most fundamental yet still poorly 
understood rhythms of the brain.
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